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Summary

Experiments of Grid-based calculations of real biophysical problem have shown that there are classes of problems that could be “gridified” in short time with reasonable efforts.  That could awake serious interest to Grid from Biophysics and Biochemistry community.

Experiments with scientific problems that include both intensive computations and intensive data interchange have shown the usefulness of technology of Libraries of Strategies. It is useful to create such Libraries on different levels of Grid hierarchy – from local clusters to regional segments.

Using ontologies to link distributed databases let construct also formal models of subject area. These model are the tools to formalize information requests and construct queries to Information Space. There should be a multi-level ontologies hierarchy and a critical mass of low-level ontologies must be reached.
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Introduction

According to original ideas of I. Foster - Grid is a couple of infrastructure and technology that enable an ability to share cyber-resources that owned and managed by multiple organizations. Another side of this sharing should be an ability of collaborative use of these distributed resources. Presently Grid is considered usually as a New Age Information Space that is based on three “corner stones” – Metacomputing, Distributed Information Warehousing, Virtual Organizations. Alongside of many common problems there are also very specific – scientific, technical and organizational – problems in each area.

In our opinion, the Metacomputing is the most advanced subject today and the most of scientific problems are already solved here though eternal question “How to do it in parallel?” will to torment programmers for long time more. The technology of Virtual Organizations seems to be rather a “question of diplomacy” though considered efforts should be made more to provide user interfaces, subject-oriented common Workspaces, billing systems and over all – confident security technology.

The most complicated situation – in our opinion – is observed now in the area of Information Sharing. The growth rate of data amount looks like a new challenge for scientific community. Information mining in the Data Space becomes a new sort of Art. Obviously, we must convert these accumulated artistic skills into a science and then into a technology.  

Non-governmental non-profit scientific institution Telecommunication Center “Science and Society” (TC) is the leading institution in Russia in the Interdisciplinary Grid development. Created in 1999 under J. Soros Fund supervising and sponsorship as an Internet provider for scientific, educational, medical and other humanitarian organizations, TC became presently a hub of several projects of large-scale Grid-based information and computation systems in Physics, Chemistry and Biomedical. In framework of Grid conception TC carries out investigations of all three “corner stones” of Grid.

Objectives

1. Computational Grid.
Grid technology involves incredible computational resources into common use. However, the scale of problems follows. Tasks and resources have to be dispatched in a “right” way which implies time and resources expenditure minimization. The first aim of our investigations is to develop methods of effective resource use in large-scale computational biomedical problems in the Grid environment.


2. Distributed Information Warehousing.
We have faced to a large-scale Grid-related problem – a need to integrate a couple dozens of very different biomedical databases in framework of State Scientific Program “New Generation AIDS Vaccines and Medical Diagnostic Systems”. These integrated resources should be used by Virtual Organizations of biologists, physicians and other specialists of over 30 institutions. There is also one specific problem – the SSP Information Resources are used mostly in scientific research. Hence, there are only few permanent query formats because scientific problems cannot be standardized. Moreover, the raw template of such a query is difficult to formulate without adequate formal model of research area.

Hence, there are two other aims of investigations:

· to develop methods and technology to unite many different databases in a seamless manner.

· to develop an appropriate Grid-based mechanism and tools to provide access to integrated Information Resources for Virtual Organizations in framework of mentioned State Scientific Program (SSP).


Methods

Computational Grid

We assume that an effective usage of Grid resources depends on correct actual information about accessible resources and on dispatching algorithm in equal degrees. Assuming that there are some mechanisms of correct actual description of resources we have concentrated on task and resources dispatching.

There are two approaches – to develop a universal Supervisor that could dispatch any sort of tasks and resources with reasonable efficiency or to develop a multitude of specialized supervisors which could dispatch specific sorts of tasks over definite resources in the most effective way. We believe that both approaches should be used in Grid environment. However, each of them has its own place in Grid hierarchy. Universal Supervisor is an appropriate solution at the high level of dispatching – by distributing tasks among Grid-nodes or ever segments. Specialized supervisors seem most appropriate tools to dispatch tasks and resources inside Grid-node (e.g., on computational cluster).

Universal Supervisors are being developed if framework of large-scale Grid projects. The very appropriate conception is proposed by EU DataGrid. The idea is based on developing a Library of Strategies that is used by Supervisor and the choice of the strategy depends on the task specificity.

We have extended this conception onto Grid-node level (computational cluster) and have investigated methods of effective resource dispatching using Local Strategy Library in two computation-intensive problems – Monte-Carlo simulation of large-scale molecule conformations and Alignment by BLAST for genomic and proteomic investigations.

Experiments have been carried out on two TC Grid-nodes. The first node is the computational cluster A (4 x Pentium-III / 2 x 1.0GHz, control computer the same sort of, 0.24 Tbytes, 100 MHz internal communications) under PBS and Globus ToolKit 2.4.0. The second node (cluster B)is based on two Pentium-IV / 2 x 2.6GHz, 0.16 Tbytes, 100 MHz internal communications) and runs under PBS and Globus ToolKit 3.0. Both clusters are connected to 1.0 GHz backbone of Russian BioGrid segment.

Distributed Information Warehousing

There are two aspects of combining heterogeneous databases.

The first – database contents announcing over network. The known solution is Metadata. Based on comparative analysis of different metadata formats we have chosen Dublin Core with Qualifiers in order to create basic elements of common Information Space of SSP “New Generation AIDS Vaccines and Medical Diagnostic Systems”.

The second – linking databases contents. The solution seems to be found - ontologies.

We have investigated different methods of formal presentation of ontologies in order to use them to link contents of heterogeneous biomedical databases of SSP.

Besides, in the course of investigation we have understood that these ontologies could be not only tools to link contents of different databases in a formal way. Being formal descriptions of both elements of a subject area and its relation different sort of – an ontology or rather a set of related ontologies represents a formal model of subject area.

Been created this formal model could serve as a base for automatic search of data in Information Space that is constituted by a set of heterogeneous databases. Besides, this ontology or set of ontologies could serve as a base for formalization of search request and query assembling.

Subject area ontologies could be represent in one of known technology – diagrams or languages (UML, OWL, etc.) or some subject area specific notation could be used.

We have used specific graphic representation of ontologies that has been developed in framework of creating of common Information Space of SSP.

Results

The series of experiments on Grid-node computational clusters have been carried out in order to estimate the efficiency of use of cluster resources and proposed methods to control tasks and storage space.

The first task has been calculated on TC “Science and Society” computational resources for about a year already but on a single computer only. The problem is labeled as “Biophysical Analysis of Radiation Induced Initial DNA Fragmentation” 1 and is being calculated indeed 24 hours 7 days a week on single Pentium-III/1.0GHz computer producing a portion of results (one model conformation) about every 4 hours. This task represents a class of “pure computations” that allows to perform it in parallel without special actions. We have estimated the efficiency of Grid in this problem solving by the number of model conformations calculated in 24 hours.

There were 2 stages in experiment. At first the task had been calculated on cluster A under PBS batch system in order to investigate the possible time expenses to PBS actions. As we had expected there were no additional time in calculating because the task takes long time itself and all PBS actions had been performed on background.  The cluster was producing 24 model conformations per 24 hours. At the next stage there was Globus middleware installed (Globus ToolKit 2.4.0). The access to the cluster has been provided through remote computer 

using Grid certificates issued by Moscow CA Center (SINP MSU). The experiment of calculations using basic Grid elements (Globus middleware, certificates) shows that for such a class of application Grid-related overheads could be disregarded considering overall time consuming. The cluster A under the pair Globus-PBS produces the same 24 model conformations per 24 hours. Besides, there are considerable overheads in preparing the task to put it into Grid due to absence of an intuitive user interface. 

The second task investigated was “alignment” that used in Genomics and Molecular Biology. Comparing to previous experiment there is a serious obstacle related to large database used in calculations. Copying the whole base to all cluster nodes is not acceptable due to time and disk space expenditure. Besides, the most of alignment tasks use only a part of the whole base.

There has been a series of experiments performed with different configurations of database distribution using cluster A. The whole base – a mirror of SWISS-PROT base – has been cut out into 4 and also into 8 parts according to contents. Each part has been stored at one of cluster computers. Experiments have been performed initially without any batch system in order to estimate correspondent overheads. Then calculations have been done under PBS and then under couple PBS Globus ToolKit 2.4.0. 

Results shown that dividing database into 4 parts provided 25% time economy comparing to calculation on a single computer. The same time dividing into 8 parts provided unexpectedly 8% growth of calculation time. The reason was found by investigation of time diagrams. The losses were provided by queues in data interchanges.

To improve situation the special agent has been developed and added to Globus Job Manager. This agent analyzed database distribution and jobs parameters and provided Job Manager with additional information what job distributions would be most effective. We consider this agent as an problem-specific element of Local Strategy Library. In result execution time of experimental jobs was reduced to 35% by dividing database into 4 parts and to 30% for 8 parts comparing results on the single computer. It should be said that the “pure” calculating time for 8 parts was only a half of the time for 4 parts. However, interchanges increased in the same proportion. 

The last experiments has been carried out on clusters B configured according to OGSA conception. The experiments have shown that overheads related to Grid-service architecture require thorough analysis and development of other strategies of distributed calculations. In first experiments calculation time by using BLAST as Grid-service on demand increased up to 75% comparing single computer using.

The most our efforts are aimed to the second Grid “corner stone” - Distributed Information Warehousing. Since 1999 TC “Science and Society” in cooperation with Institute of Chemical Physics of Russian Academy of Sciences provide IT-support to more than 30 scientific and medical institutions in Russia in framework of State Scientific Program “New Generation of Vaccines and Medical Diagnostic Systems” (SSP). Presently there are more than 20 different databases different size and type of and all these databases are parts of Virtual Information Workspace of SSP. These databases are tied up in a federative manner. Some of them are distributed databases and some are local. Being tied up into an intact Information Space they all constitute the Distributed Information Resources of SSP.

Two close related problems are posed:

1. How to unite all existed and future databases in a seamless manner?

2. Which mechanisms and tools are of need to provide an appropriate access into this Information Workspace?

As these databases are partially medical all aspects of security and confidence must be taken also into account. Obviously, all Grid mechanisms of security, authentification, etc., are very appropriate. However, there are very sophisticated problems of databases representing (announcing) and linking. Presently, metadata and ontologies are considered as keys to mentioned problems solving.

At first step of development a specialized middleware and interfacing tools has been developed to provide unified access to all databases of SSP.

Implementing of Dublin Core as unified metadata in Information Space of SSP provided to users with additional information about different databases content.

The next step was a transition to using of concepts and relations – to ontologies. The approach supposes local ontology constructing by experts and then linking databases by an ontology of supreme level that uses local concepts and relations of the databases ontologies as its own concepts. Cross-databases relations are elements of only this supreme ontology.

There has been a specialized tools developed to create such an ontologies in graphic form. This tools was implemented into instrumental tools of Information Space of SSP and experts have constructed  several ontologies of databases dedicated to Immunology. Then we have tried to construct a full Ontology of Immunology.

This attempt has shown clearly that such a subject area as Immunology is to great to solve this problem in direct way. There should be created a large number of relatively small ontologies which would constitute a base for Ontology of Immunology. The most promised way in our opinion is to place a multitude of such a distributed databases and information warehouses with their ontologies onto Grid and to create specialized service – agent that will analyses existed ontologies and automatically construct new ontologies highest level of.

Besides, an ontology is a sort of formal model of subject area. The presence of ontology provides to biologists a new vision of subject area and makes possible to formulate questions to Information Space in a more formal way. When a biologists operates with elements of an ontology of subject area in order to formulate a query it becomes possible to formalize and perform automatically non-standard intellectual query.

Our attempts to implement this technology for Immunology in framework of SSP “New Generation of Vaccines and Medical Diagnostic Systems” have shown that there should be reached some critical mass of ontologies of basic level.

Conclusions

The first experiments of Grid-based calculations of real biophysical problem provided an experience of interaction with applied specialists and let to develop a procedure of such a task “gridification”. Although the problem was not complicate to convert it into distributed version the successful and useful implementation provided serious interest to Grid from Biophysics and Biochemistry community.

Experiments with scientific problems that include both intensive computations and intensive data interchange have shown the usefulness of technology of Libraries of Strategies. It is useful to create such Libraries on different levels of Grid hierarchy – from local clusters to regional segments.

Constructing Distributed Information Warehouses with an ability of intellectual query and automatic self-organization seems to be very impressive but quite real prospective by using ontologies to link parts into the whole.
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